Digital particle holographic system for measurements of spray field characteristics
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Abstract

A digital particle holographic system for measurements of spray fields is presented. A double exposure hologram recording system with a synchronization system for time control is established, resulting in digital holograms that can be quickly recorded. To process recorded holograms, the correlation coefficient method is used for focal plane determination of particles. To remove noise and improve the quality of holograms and reconstructed images, a Wiener filter is adopted. The two-threshold and image segmentation methods are used for binary image transformation. For particle pairing, the match probability method is adopted. The proposed system is applied to a spray field, and three-dimensional velocities and sizes of spray droplets are measured. Measurement results from the digital holographic system are compared to those made by laser instruments, which prove the feasibility of the proposed in-line digital particle holographic system as a good measurement tool for spray droplets.

© 2011 Elsevier Ltd. All rights reserved.

1. Introduction

The particle flow fields encountered in many areas of engineering have numerous complexities and irregularities, and a three-dimensional (3-D) nature. To investigate the characteristics of such fields, various measurement techniques and instruments have been developed and commercialized. Among these, non-intrusive optical instruments such as the laser Doppler velocimeter (LDV), the phase Doppler particle analyzer (PDPA), and the particle image velocimeter (PIV) have advanced remarkably due to advances in lasers, imaging systems, and computers.

The LDV and PDPA are commonly used as laser instruments for particle flow fields and offer reliable 3-D information based on vast amounts of sampling, but are limited as point measurement methods [1]. PIV and particle tracking velocimetry (PTV), which can detect particles in a two-dimensional (2-D) plane with a simple optical configuration, can overcome this problem [2], but they cannot measure the velocity component normal to the plane as an imaging technique. Therefore, a measurement tool capable of determining 3-D features of particles over a complete test volume as a function of time remains to be developed.

As for spray diagnostic systems, considerable progress has been made in laser instrument technologies, making it possible to obtain reliable data on droplet sizes and velocities in dilute spray regions. However, most of these methods are inherently limited in dense spray regions where liquid elements are rather large and non-spherical. In addition, no information on spray structure can be provided by these kinds of instruments.

Holography is a technique that allows the light scattered from an object to be recorded and later reconstructed, thereby appearing as if the object is in the same position relative to the recording medium as when the recording was made. It can instantaneously capture volumetric information from 3-D fields. The holographic technique reproduces the frozen spray as a 3-D image, from which droplet sizes and positions, 3-D velocities, and spray structures can be easily investigated [3,4].

Due to the rapid development of charge-coupled devices (CCDs) and computers, digital holography (DH) has rapidly taken the place of conventional optical holography. Its advantages are as follows: it does not need a wet process for developing recording media; the image recording procedure is easy for 3-D images of objects, and focused images of 3-D object at exact focal planes can be easily obtained by a computer without a mechanical focusing process. Based on advantages including high efficiency, simplicity, and real time analysis, digital holography has been widely used in spray measurement.

Muller et al. showed the potential of digital holography applied to measurements of spray droplets [5]. Palero et al. compared digital holography with digital image plane holography (DIPH), and they proved the capability of DH [6]. The results obtained by their experiments and processing methods showed that digital
holography is well suited for droplet characterization only with the low droplet concentration and the sizing accuracy of DH was not as good as with DIPH. For the dense droplets, Lee et al. and Miller et al. added a separate reference beam to solve the problem of beam obscuration in dense sprays [7-9].

In this study, a simple in-line digital particle holographic system to measure spray fields is developed. Some special methods to enhance the measurement capability of digital holographic system are developed. To remove noises and improve the quality of holograms and reconstructed images, the Wiener filter was introduced. The correlation coefficient method was used to accurately determine the focal plane of droplets. The two-threshold and image segmentation methods were used to obtain high quality binary images from which we can get good results of droplet sizing and velocity measurements. Based on the developed system and processing methods, 3-D velocities and diameters of spray droplets under different spray conditions were measured. Finally, the measurement results obtained using the digital particle holographic system were compared with results from conventional instruments such as PDPA.

2. General principles

Digital holography is classified as in-line or off-axis depending on the optical setup. Compared with off-axis holography, in-line digital holography has high phase sensitivity, the simpler experimental setup, a less stringent requirement for spatial coherence and applicability to a wider class of sample geometries [10]. These benefits make the in-line holography very appealing, though in-line holography has lower resolution, which may limit its application in some cases.

The concept of in-line digital holography is shown in Fig. 1. An expanded laser beam goes through the object field. The part of the beam diffracted by objects and arriving at the recording surface is called the object beam, and the beam arriving without distortion from objects is called the reference beam. The superposition of two beams creates an interference pattern on a CCD sensor; this interferogram is called the object beam, and the beam arriving without distortion from objects is called the reference beam. The resolution of reconstruction images is related to the value of numerical aperture (NA), which consists of the CCD size and the object distance [12]. When the hologram is recorded on a large screen, optimal resolution can be achieved both laterally and in depth. Also the object, which is closer to the CCD the resolution of image is clearer [13]. The reconstruction image \( R(\xi', \eta') \) can be obtained by the Fresnel method or the convolution method [11]. In our previous analysis [13], the resolution of the reconstruction image by the convolution method was better than that by the Fresnel method. Therefore, the convolution method was used in this study. The mathematical expression of the convolution method is

\[
R(\xi', \eta') = F^{-1} \left\{ F\left[h(x,y)\right] \right\} \left\{ F\left[exp\left(-\frac{i(2\pi/\lambda)\rho}{\rho} \right) \right] \right\}
\]

where \( F[f] \) and \( F^{-1}[f] \) are a Fourier transform and an inverse Fourier transform, respectively.

3. Digital particle holographic system

3.1. Hologram recording system

A digital particle hologram recording system for capturing spray holograms was established as shown in Fig. 3. The laser through the beam expander extends to a plane beam that generates spray holograms on a CCD, which has no lens. After collecting the holograms from the CCD, the hologram image can be reconstructed, and information of spray field can be extracted. The specifications of the system components are as follows:

Laser: Nd-YAG laser (Quantel, wavelength 532 nm).
CCD camera: Megaplus II ES4020 (Kodak, pixel size 7.4 μm, pixel number 2048 × 2048).
Pulse generator: 555 (Berkeley, 4 channels).
Translation system: M-531 (Physik Instrumente, precision: 33 nm).
Nozzle: Commercial nozzle (Spraying systems).

The control diagram of the synchronization system for the laser and the CCD camera is shown in Fig. 4. The flashlamps of laser were driven by two asynchronous pulse trains from the pulse generator. Each laser fires at Q-switches, with the laser 2 delayed with respect to the laser 1. When the laser fires, the pulse generator sends a single shot signal to the CCD camera, and then the CCD camera starts double exposure procedure. If two lasers fire in the first and second exposure intervals of the CCD camera, two images can be obtained. As indicated in Fig. 4, the time interval of double exposure holograms, \( \Delta t \), is equal to \( \Delta t_3 - \Delta t_1 \).

3.2. Extraction of droplet features

3.2.1. Noise removal

The extraction of droplet features occurs in three steps. The first step is pre-processing, which enhances the quality of the holograms. Actual digital holograms contain many inherent noise sources due to various optical conditions and dust on components. Therefore, an image processing technique to eliminate this noise must be applied. To remove noise in holographic images, various filtering methods were examined including the inverse filter [14], the subtraction method [15], the Gaussian high pass filter [16], the spectral filter [17], and average filter [18], which is considered as the best one in digital holography.

In this study, the self-adaptive Wiener filter [19], which can effectively eliminate noise, was used in digital holography for the first time. The Wiener filter performs 2-D adaptive noise removal filtering. In digital holograms, the Wiener filter uses a pixel-wise adaptive method based on statistics estimated from a local neighborhood of each pixel. Here, the effect of the Wiener filter for noise removal was verified by checking whether it is beneficial to determination of the focal plane using the correlation coefficient method (this method will be discussed in the next section).

We used the hologram of the dot array target to verify the feasibility of the Wiener filter. Based on our CCD size, the hologram including 81 dots can be recorded. After application of the Wiener filter, the focal planes of each dot were obtained by the CC method. The mean value of the focal planes is assumed as the best focal plane of the target, which can be regarded as the real position of the target from the CCD camera. The error is defined as the difference between the predicted focal plane of each dot and the mean value of the focal planes.

Fig. 5(a)–(c) shows that the errors of focal plane determination by application of the Wiener filter to different steps of hologram processing. The results show that the Wiener filter was better when it was used twice for the pre-processing of holograms and the post-processing of reconstruction images. That is different from the conventional use of the filter in digital holography, namely, the application of the filter only to the pre-processing of holograms. To further verify the feasibility of the Wiener filter, we applied the average filter and the CC method to the same hologram and the errors are shown in Fig. 5(d). The comparison

Fig. 4. Control diagram of synchronization system.

Fig. 5. Errors of focal plane determination using the Wiener filter (a, b, and c) and the average filter (d): (a) for hologram only, mean error = 19.7 \( \mu \)m, (b) for reconstruction image only, mean error = 21.98 \( \mu \)m, (c) for hologram and reconstruction image, mean error = 18.69 \( \mu \)m, and (d) for hologram and reconstruction image, mean error = 25.05 \( \mu \)m.

Table 1: Effect of the Wiener filter on the errors of focal plane determination.

<table>
<thead>
<tr>
<th>Object distance, ( d ) (mm)</th>
<th>Mean of focal planes (mm)</th>
<th>Mean of errors (( \mu )m)</th>
<th>Standard deviation of errors (( \mu )m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Without filtering</td>
<td>155.824</td>
<td>10.790</td>
<td>7.375</td>
</tr>
<tr>
<td>With filtering</td>
<td>155.799</td>
<td>4.235</td>
<td>4.080</td>
</tr>
</tbody>
</table>

The correlation coefficient is defined as the degree to which two images are similar. It approaches 1 if there is perfect similarity, and approaches 0 if there is no similarity. Various methods have been suggested to determine the focal plane of particles with different sizes and object distances. The error is defined as the difference between the predicted focal plane and the real object distance. The errors by the two methods at different particle sizes and object distances are shown in Table 2. All errors by the gradient method are much bigger than those of the CC method except a few points. The average of the errors for each particle size obtained by the two methods is compared in Fig. 7. The results show clearly that the CC method is superior to the classical gradient technique and it has higher accuracy.

In this study, considering the measurement accuracy and efficiency of calculation, the reconstruction interval, Δz, was chosen as 10 μm. At this reconstruction interval, the error, which is defined as the difference between the object distance and the predicted focal plane, can be expressed as Δz = ± n × Δz/2 = ± n5 μm, n = 0, 1, 2, ... . The half of Δz is introduced because the focal plane is located in the middle of two image planes when the CC curve has

\[
CC = \frac{\sum_{m=1}^{M} \sum_{n=1}^{N} (F_{mn} - \bar{F})(G_{mn} - \bar{G})}{\sqrt{\left(\sum_{m=1}^{M} \sum_{n=1}^{N} (F_{mn} - \bar{F})^2\right)\left(\sum_{m=1}^{M} \sum_{n=1}^{N} (G_{mn} - \bar{G})^2\right)}}
\]

where \(F\) and \(G\) are two images, \(m\) and \(n\) are the pixel indices, \(F_{mn}\) and \(G_{mn}\) are the gray levels of individual pixels of image \(F\) and \(G\), respectively, and \(\bar{F}\) and \(\bar{G}\) are the mean gray levels of \(F\) and \(G\), respectively. The image can be denoted by a matrix in the program, so the values of \(F_{mn}\) and \(G_{mn}\) can easily be obtained after we import the image into the program. Fig. 6 shows a schematic of how to determine the focal plane using correlation coefficients. A series of images are reconstructed slice-by-slice with a reconstruction interval Δz. The correlation coefficient at an arbitrary plane along the optical axis was evaluated using two images at the same distance as half of the correlation interval, \(Δz/2\), from that plane. The focal plane (i.e., the \(z\) coordinates of the object) can be determined by choosing the peak point from the correlation coefficient curve.

Using the simulation particle hologram, which has the exact object distance, we compared the correlation coefficient method with the conventional gradient method to determine the focal plane of particles with different sizes and object distances. The error is defined as the difference between the predicted focal plane and the real object distance. The errors by the two methods at different particle sizes and object distances are shown in Table 2. All errors by the gradient method are much bigger than those of the CC method except a few points. The average of the errors for each particle size obtained by the two methods is compared in Fig. 7. The results show clearly that the CC method is superior to the classical gradient technique and it has higher accuracy.

In this study, considering the measurement accuracy and efficiency of calculation, the reconstruction interval, Δz, was chosen as 10 μm. At this reconstruction interval, the error, which is defined as the difference between the object distance and the predicted focal plane, can be expressed as Δz = ± n × Δz/2 = ± n5 μm, n = 0, 1, 2, .... The half of Δz is introduced because the focal plane is located in the middle of two image planes when the CC curve has

![Fig. 6. Schematic diagram of the correlation coefficient method.](image)

![Fig. 7. Comparison of errors for the CC and gradient methods.](image)

Table 2

<table>
<thead>
<tr>
<th>Size, (D_3) (μm)</th>
<th>Object distance, (d) (mm)</th>
<th>CC</th>
<th>G</th>
<th>CC</th>
<th>G</th>
<th>CC</th>
<th>G</th>
<th>CC</th>
<th>G</th>
<th>CC</th>
<th>G</th>
<th>CC</th>
<th>G</th>
</tr>
</thead>
<tbody>
<tr>
<td>150</td>
<td>16</td>
<td>10</td>
<td>40</td>
<td>0</td>
<td>90</td>
<td>0</td>
<td>50</td>
<td>0</td>
<td>10</td>
<td>0</td>
<td>90</td>
<td>−20</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0</td>
<td>40</td>
<td>−70</td>
<td>0</td>
<td>−30</td>
<td>70</td>
<td>10</td>
<td>−70</td>
<td>−20</td>
<td>25</td>
<td>30</td>
<td>90</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>0</td>
<td>10</td>
<td>20</td>
<td>0</td>
<td>90</td>
<td>0</td>
<td>−90</td>
<td>15</td>
<td>90</td>
<td>−30</td>
<td>50</td>
<td>30</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>−10</td>
<td>20</td>
<td>20</td>
<td>5</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>20</td>
<td>30</td>
<td>−30</td>
<td>80</td>
<td>25</td>
</tr>
</tbody>
</table>

two consecutive peaks. From the viewpoint of application to particle measurements, the level of error less than 20 μm is fully acceptable for our purpose. If higher accuracy is required, the reconstruction interval can be reduced with the sacrifice of much longer calculation time.

3.2.3. Binarization of droplet images
The third step is the binarization of the reconstruction images. The reconstruction image of a hologram is the gray image, and it is difficult to extract the sizes of droplets. Therefore, an image conversion process that converts gray images to binary images must be achieved. To obtain clear particle images, appropriate threshold values should be determined to transform gray images to binary images. In this study, the two-threshold method was applied to obtain the optimal threshold [13]. The first threshold value, \( I_{th1} \), was obtained as follows:

\[
I_{th1} = I_{min} + I_1
\]

where \( I_{min} \) and \( I_1 \) are the minimum and average gray values of the reconstruction image, respectively. For the second threshold value, \( I_{th2} \), the pixels whose gray values were under \( I_{th1} \) were selected first, comparing \( I_{th1} \) with the gray values of every pixel. The new minimum and average gray values of these pixels are \( I_{2min} \) and \( I_2 \), respectively. The second threshold value is obtained as

\[
I_{th2} = I_{2min} + I_2
\]

Using the second threshold value, we can transform gray images to binary images. In our validation experiments, a reconstruction image of a calibration target hologram was converted into the binary image using this method. The comparison results between the measured size and the actual size showed that the maximal and minimal errors were 7.3% and 0.2%, respectively, which proves the feasibility of the two-threshold method.

Some useful information about particles can be lost if only one threshold is applied to the entire image because the intensity of the reconstruction image is not uniform. Thus, an image segmentation method was used in this study. The entire image was divided into several small regions that were converted to binary images using respective thresholds obtained by the two-threshold method. The comparison experiments clearly demonstrate that the image obtained by locally different thresholds was better than that by one threshold. The next problem is how to determine the optimal number of segmentations in one image. Comparison of results for different segmentations showed that the number is smaller and the quality of the conversion image is poor. However, the increase of segmentations requires more calculation time. Considering all these factors, the optimum number of segmentations was chosen as 16.

3.2.4. Particle tracking algorithm
After the 3-D coordinates of every particle in each of two images were obtained, the fourth step, pairing process, was executed. Many efficient methods have been developed for particle pairing. In this study, the match probability method [25] for 2-D was used because of advantages such as reliability, efficiency, and ease of programming. The pairing algorithm is based on neighboring match probability and has more potential in particle matching. The method is mainly grounded in maximum velocity theory and quasi-rigidity conditions. Based on the principles of this method, the program of particle pairing in 3-D space was easily extended after adding one more dimension.

To verify the feasibility of the 3-D pairing program, a numerical simulation was conducted. First, a 3-D coordinate data file of 100 arbitrary particles was established. Then, these coordinates were changed as in real spray case. After two 3-D coordinate data files were obtained, the 3-D pairing program was applied and the pairing results were obtained. The pairing errors are defined as the difference between the measured distance of pairing particles and the actual moving distance. The error of 74% of the particles was zero. Therefore, the 3-D pairing program appeared to have worked properly.

3.2.5. Sizing
The last step is sizing. Using the z coordinates of droplets, the holograms were reconstructed and the focused images of corresponding droplets were obtained. After binarization of the images, the program automatically outlined the droplet and measured its size. The edge of a droplet was located, and the number of pixels inside the edge was counted. The properties of droplet size such as area and equivalent diameter were then calculated.

3.3. Procedure of hologram image processing
Based on the above methods, Fig. 8 shows a flow chart of hologram image processing. The procedure is as follows:

1. Select the measurement object and set all necessary parameters such as wavelength, pixel size, reconstruction distance, and the pixel number, and then input the double holograms.
2. Use the Wiener filter, thereby eliminating noise in the holograms.
3. Reconstruct double exposure holograms using the convolution method.
4. Use the Wiener filter to eliminate noise in the reconstruction images.
5. Obtain binary images by appropriate threshold and image segmentation methods.
6. Determine the x and y coordinates of particles regardless of whether or not the image is in focus. For every region including one particle, the correlation coefficient method is

![Flow chart of hologram processing.](Fig. 8)
applied to calculate the focal plane, and the $z$ coordinate and the size of the particle are obtained.

(7) Make a 3-D coordinate database of particles in double exposure images.

(8) Use the pairing method to obtain a database of pairing particles.

(9) Obtain 3-D velocities of spray droplets.

4. Experiments for spray field

4.1. Spray experiments

Using the digital particle holographic system described in Section 3, measurement experiments for a spray field at different conditions were conducted. The common spray nozzle is directly connected to the pressurized tank, which is full of the water and pressurized air. The injection pressures of spray were 14.7, 19.6, and 29.4 kPa. The time interval of double exposure holograms, $\Delta t$, is 150 $\mu$s and the laser pulse duration, i.e., the exposure time is 7 ns.

To obtain the distribution of actual velocities of the spray field, holograms of six regions were captured by a CCD camera. The six positions are shown in Fig. 9. At every region and pressure, ten holograms (five double exposures) were captured. A total of 180 holograms were obtained, which is enough to analyze the spray field. Typical double exposure holograms of droplets and reconstruction images are shown in Fig. 10.

4.2. Extraction of droplet velocities

Using the image processing procedure presented in the previous section, the 3-D coordinates and the velocities of droplets are easily obtained. The distribution of droplet velocities in Fig. 10 is shown in Fig. 11. Combining all holograms and using the programs presented in Section 3, the 3-D coordinates and the velocities of droplets in different regions of the spray field were obtained. In practice, the main representation of droplet velocity is the absolute velocity, which indicates the speed of the droplet velocity. The absolute velocities of droplets at different regions and pressures are shown in Fig. 12. The behavior of droplets shown in Fig. 12 is consistent with the actual situation expected in a spray field. The droplet velocity was directly proportional to the applied injection pressure, and inversely proportional to the distance from the nozzle to the position of the droplet. If the regions are symmetric with respect to the center axis of the spray field, their absolute velocities are similar. At the same distance from the nozzle, the absolute velocities in the horizontal direction ($V_x$ and $V_z$) at the spray axis are slow, and they become fast far from the center of the spray field. On the other hand, the absolute velocities in the vertical direction ($V_y$) at the region closer to the center of spray are faster. The change of velocities in the vertical direction with the increase of injection pressure was much larger than that in the horizontal direction. The magnitude of velocities in the horizontal direction was much smaller than that in the vertical direction. Therefore, the trend in the speed of velocities (Fig. 12d) is the same as that of absolute velocities in the vertical direction.

The mean value of absolute velocities of total droplets over the six measuring points at different pressures is shown in Fig. 13. The tendency of velocities of total droplets showed almost the same behavior as that observed at each local region, as previously described.

4.3. Sizing

Using the $z$ coordinates of droplets, the holograms are reconstructed and the focused images of corresponding droplets are obtained. When the image is well-focused, the program automatically outlines the droplet and measures its information of size. The edge of droplet can be located and the number of pixels inside this edge is counted. Then, the properties of droplet size such as area and equivalent diameter are calculated. After reconstructing all particle images at different regions and distances, the sizing information of all droplets is easily obtained. Using the holograms in the previous section, the distribution of particle size is shown in Fig. 14. We can conclude that the droplet size is inversely proportional to the applied injection pressure, and the distribution of droplet sizes agrees well with Log-normal distribution.

The Sauter mean diameters, $D_{32}$, at different regions in the spray field at different pressures are shown in Fig. 15. From the figure, we can clearly see that the droplet size is inversely proportional to the applied injection pressure, and the distribution of droplet sizes agrees well with Log-normal distribution.

Fig. 9. Recording positions of spray field.

Fig. 10. Typical spray holograms and reconstruction images (position 1 at $P=14.7$ kPa): (a) and (b) first and second exposure holograms, and (c) and (d) reconstruction images corresponding to (a) and (b).
proportional to the applied injection pressure. Fig. 15 also shows that the size of droplets in the center axis of the spray is smaller than those in the sides of the spray. These results are consistent with the behavior expected in typical sprays.

4.4. Comparison

To verify the feasibility of a digital particle holographic system for measurement of a spray field, a particle dynamics analyzer...
(PDA, Dantec) was applied to a spray field under the same conditions as those used with the holographic method. In PDA measurements, only one point, which is rough at the center of the region, is measured. So, the velocities and the sizes of points, which were rough at the center of regions shown in Fig. 9 were compared.

A comparison of size and velocity measurements in the y direction between these two techniques is shown in Fig. 16. The difference in the velocity measurement results between the two methods is quite significant in all the regions at low injection pressures. As the pressure increased, the results are almost the same at regions close to the nozzle (1, 2, and 3 in Fig. 7), and there is a slight difference at regions far from the nozzle (4, 5, and 6 in Fig. 7). This tendency also appeared in the size measurement. The difference between the two methods is large at low pressures, but becomes smaller as the pressure increases. Fig. 17 compares the mean velocity of overall spray droplets in the y direction between DH and PDA.

Except some differences appearing at low pressure, the measurement results obtained by PDA and DH are almost similar based on the preceding observations. The digital holographic technique is superior to the PDA approach because it can capture information in a test volume with a simple setup, high efficiency, and the ability for real time analysis.

4.5. Uncertainty analysis

Firstly, the depth resolution and the lateral resolution of our system are discussed here. The depth resolution, \( \delta_z \), and the lateral resolution, \( \delta_r \), can be determined by [16]

\[
\delta_z = 1.77 \frac{\lambda}{NA^2} \\
\delta_r = \frac{\lambda}{2NA}
\] (7)

The numerical aperture (NA) is given by [12]

\[
NA = \frac{W}{2\sqrt{(W/2)^2 + d^2}}
\] (8)

where \( W \) is the CCD width and \( d \) is the object distance.

In our study, the CCD width, \( W \), is 2048 (pixels) \( \times \) 7.4 \( \mu \)m (pixel size). The object distance is roughly from 150 to 250 mm based on the region of spray filed. So, the NA value of our system is from 0.03 to 0.05 yielded by Eq. (8). Combining the NA value and Eq. (7), the depth resolution, \( \delta_z \), and the lateral resolution, \( \delta_r \), can be obtained as follows: the interval of the depth resolution, \( \delta_z \), is [376–1046 \( \mu \)m]; the interval of the lateral resolution, \( \delta_r \), is [5.32–8.86 \( \mu \)m].

As discussed before, the reconstruction interval, \( \Delta z \), was chosen as 10 \( \mu \)m. This ensures oversampling by at least 37 in the z direction and it can improve the longitudinal particle resolution. The pixel size of CCD is 7.4 \( \mu \)m, which is also enough corresponding with the interval of the lateral resolution.

The particle velocity, \( V \), are calculated by

\[
V = \sqrt{V_x^2 + V_y^2 + V_z^2}
\] (9)

where \( V_x \), \( V_y \), and \( V_z \) are the particle velocities in each direction, respectively. The components of particle velocity in each direction are calculated by division of moved distances, \( D \), by the time interval of double expose, \( \Delta t \). For \( x \) and \( y \) directions, the distance moved by particle were obtained by multiplying the number of particles between the center of particles at each exposure, \( \Delta N \), by the pixel size of CCD, \( \Delta \). They are expressed by

\[
V_i = D_i / \Delta t = \Delta N_i \Delta i / \Delta t \quad i = x, y
\] (10)

For \( z \) directions, the distance moved by particle was the difference of the focal plane of the particles at each expose. The velocity can be described as

\[
V_z = (d_2 - d_1) / \Delta t
\] (11)

where \( d_1 \) and \( d_2 \) are the focal planes of the particle along z direction in each exposure.

The uncertainty of the particle velocity is expressed as the first one of Eq. (12).

\[
u_{v_i} = \sqrt{\left( \frac{\Delta N_i}{\Delta t} u_N \right)^2 + \left( \frac{\Delta N_i}{\Delta t} u_{\Delta_i} \right)^2 + \left( \frac{\Delta i}{\Delta t} u_{\Delta_i} \right)^2} \quad i = x, y
\]
In Eq. (12), the uncertainty of time interval of double exposure, $u_{Dt}$, approximate to zero because of the precision of the pulse generator and the laser machine; the uncertainty of number of pixels, $u_{DN}$, was assumed to be $\pm 1$ pixel; the uncertainty of pixel size, $u_{di}$, was assumed to be zero. The uncertainty of the focal plane position, $u_{d1}$ and $u_{d2}$, can be obtained by the calibration target. After calculating the focal plane of particles in target 10 times, we obtained the uncertainty of the focal plane position, $\pm 9.9 \mu m$ by the method of type A evaluation of standard uncertainty.

Based on the above results, the uncertainties of the velocities of particles are calculated. The maximum is $\pm 0.296 \text{ m/s}$, which is $\pm 3.25\%$ of measured value. The mean of uncertainty is 0.293 m/s.

The uncertainty of particle diameter was also obtained by the calibration target. We calculated the particle area by multiplying
the pixel number in image by the unit area of pixel, and then obtained the diameter of particle. After measurement of different particles 10 times, the calculated uncertainties of particle diameters are shown in Table 3. The maximum uncertainty is \( \pm 1.55 \) \( \mu \text{m} \), which is \( \pm 0.4 \% \) of the measured value. The maximum of errors is 22.49 \( \mu \text{m} \), which is 7.49\% of the actual diameter.

5. Conclusions

The potential of digital particle holography in spray field measurements was evaluated in this study. An experimental setup, which is based on the simplest in-line optical configurations to record spray field holograms at two different times was established with a synchronization system for time control. Using the system, many double pulse holograms in different regions of a spray field and at different pressures were captured. To process recorded holograms, the correlation coefficient method was used for focal plane determination of particles. For noise removal in digital particle holography, a Wiener filter was applied to the hologram and the reconstruction image, respectively. Experimental results proved that this filter can efficiently remove noise and increase the precision of focal plane location by the correlation coefficient method. For post-processing of reconstruction images, the two-threshold method and the image segmentation technique were presented and used effectively in binary image transformation. After binarization of each double exposure image, the spatial positions of the droplets were easily located. The match probability method was adopted for particle pairing and the droplet velocities were evaluated. Based on this simple system and these special methods, the 3-D velocity and the size features of spray droplets were measured successfully. The measurement results of the digital holographic system were compared to those made using common laser instruments. The comparison showed that the digital particle holographic system and these methods work well for various droplet concentrations, and that the measurement errors are acceptable.
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Table 3

| Actual diameter (\( \mu \text{m} \)) | 300 | 230 | 160 | 100 | 70 | 31 |
| Measured diameter (\( \mu \text{m} \)) | 322.49 \( \pm \) 1.55 | 233.52 \( \pm \) 1.02 | 161.71 \( \pm \) 0.59 | 101.67 \( \pm \) 0.84 | 71.045 \( \pm \) 0.50 | 31.229 \( \pm \) 0.98 |
| Error (\( \mu \text{m} \)) | 22.49 | 3.52 | 1.71 | 1.67 | 1.05 | 1.23 |
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